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Abstract 

The recent advances in the development of coding metasurfaces created new opportunities to 

elevate the stealthiness of combat aircrafts. Metasurfaces, composed of optimized geometries 

of meta-atoms arranged as periodic lattices, are devised to obtain desired electromagnetic (EM) 

scattering characteristics, and have been extensively exploited in stealth applications to reduce 

radar cross section (RCS). They rely on the manipulation of backward scattering of 

electromagnetic (EM) waves into various oblique angles. Despite potential benefits, a practical 

obstacle hindering widespread metasurface utilization is the lack of systematic design 

procedures. Conventional approaches are largely intuition-inspired and demand heavy 

designer’s interaction while exploring the parameter space and pursuing optimum unit cell 

geometries. Another practical obstacle that hampers efficient design of metasurfaces is implicit 

handling of RCS performance. To achieve essential RCS reduction, the design task is normally 

formulated in terms of phase reflection characteristics of the unit cells, whereas their reflection 

amplitudes—although contributing to the overall performance of the structure—is largely 

ignored. A further practical issue is insufficiency of the existing performance metrics, 

specifically, monostatic and bistatic evaluation of the reflectivity, especially at the design stage 

of metasurfaces. Both provide a limited insight into the RCS reduction properties, with the 

latter being dependent on the selection of the planes over which the evaluation takes place. As 

a consequence of raised concerns, the existing design methodologies are still insufficient, 

especially in the context of controlling the EM wavefront through parameter tuning of unit 

cells. Furthermore, they are unable to determine truly optimum solutions. Therefore, we have 

introduced a novel machine-learning-based framework for automated and computationally 

efficient design of metasurfaces realizing broadband RCS reduction. We have employed a 

three-stage design procedure involving global surrogate-assisted optimization of the unit cells, 

followed by their local refinement. In its final stage, a direct EM-driven maximization of the 

RCS reduction bandwidth has been performed, facilitated by appropriate formulation of the 

objective function involving regularization terms. Moreover, to handle the combinatorial 

explosion in the design closure of multi-bit coding metasurfaces, a sequential-search strategy 

has been developed that enabled global search capability at the concurrent unit cell 

optimization stage. Latterly, the metasurface design task with explicit handling of RCS 

reduction at the level of unit cells has been introduced that has accounted for both the phase 

and reflection amplitudes of the unit cells. The design objective has been defined so as to 

directly optimize the RCS reduction bandwidth at the specified level (e.g., 10 dB) w.r.t. the 

metallic surface. The appealing feature of the said framework has consisted in its ability to 

optimize the RCS reduction bandwidth directly at the level of the entire metasurface as 

opposed to merely optimizing unit cell geometries. Besides, the obtained design has required 

minimum amount of tuning at the level of the entire metasurface. Lastly, a new performance 

metric for evaluating scattering characteristics of a metasurface, referred to as Normalized 

Partial Scattering Cross Section (NPSCS), has been proposed. The metric involved integration 
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of the scattered energy over a specific solid angle, which allows for a comprehensive 

assessment of the structure performance in a format largely independent of the particular 

arrangement of the scattering lobes. Our design methodologies have been utilized to design 

several instances of novel scattering metasurface structures with the focus on RCS reduction 

bandwidth enhancement and the level of RCS reduction. Experimental validations confirming 

the numerical findings have been also provided. To the best of the author’s knowledge, the 

presented study is the first systematic investigation of this kind in the literature and can be 

considered a step towards the development of efficient, low-cost, and more high performing 

scattering structures. 
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Chapter 1 

1 Introduction 

1.1 Introduction 

The observed rapid advancements in the detection and stealth technology, has made the 

improved stealth performance of the military targets is highly desirable. With the advent of 

different types of radars featuring advanced electronic equipment, the research on reducing the 

observability of the military targets has been rapidly evolving. Under the impetus of the 

development of science and technology, the contemporary wars have been gradually 

transformed into the modern ones largely dependent on electronic information. In order to 

master the initiative in modern warfare, and to improve the survival rate of military targets, 

i.e., aircraft, missiles, tanks, and ships, it is imperative to develop target stealth technology. 

The improvement of the stealth technology can reduce the detection range of the target, the 

detection probability of the target, and improve the lethality and survivability of the weapons 

in the war, which is of great strategic significance.  

Nowadays, many countries are conducting research on the fifth-generation fighter jets to 

improve their air superiority on the battlefield. The important aspect to improve the 

performance of the fighter jets is to reduce their observability from the enemy radars. Initially, 

the research on the stealth technology of the military targets started in America. As early as 

the 1950s, different technologies were used to improve the stealth performance of the aircraft. 

In 1945, a “quasi” type stealthy aircraft was produced, namely, the U-2 high flying 

reconnaissance aircraft [1]. It was small in size and passive in the airborne navigation system. 

Its fuselage was coated with the radar absorbing materials (RAM) to reduce the scattering of 

radar waves. The SR-71 reconnaissance plane produced in the 1960s [1], with the wing body 

fusion technique for the first time, replacing the right angle reflection structure with a smooth 

transition, which significantly reduced the radar cross-section of the entire machine. The F-

117 was the most famous stealthy jet due to its special shape, which was developed in the 

1970s by the US [2]. The polyhedral fuselage technique was used to reduce the RCS, but 

compared with the later B-1B and B-2 bombers (aircraft) [3], the stealth performance was 

relatively poor. In the 1980s and 1990s, the stealth performance of the aircraft improved more 

significantly, as the new stealth aircrafts such as F-22 Raptor [4] and F-35 Flash [4] were 

introduced. Stealth performance of these aircrafts increased their superiority and advantage 

over other fighter aircrafts. In 2010, Chinese armed forces deployed J-20 [5] as a stealth aircraft 

for the offensive and defensive operations. J-20 has the ability of high stealth, high sense of 

potential, and high manoeuvrability. It has a delta flyer shape or triangular designated form. 

Overall, its weight and stealth performance is similar to US F-35 [4]. According to the defence 

experts, F-35 (US), SU-57 (Russian), and J-20 (Chinese) are the best currently available stealth 

aircrafts. Figure 1.1 shows the photographs of the J-20 and F-35 stealth aircrafts.   

The stealth performance of the object is generally determined by the scattering ability of its 

surface. If the surface of the object scatters more, it means that the object has a lower stealth 
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performance as more of the incident signals are transmitted back. Similarly, if the surface of 

the object scatters less, it indicates that the surface has a stealth property. The scattering from 

the surface of the targets is generally defined in terms of the radar cross section (RCS). The 

scattering ability of the target to the incident electromagnetic wave (EM) determines the stealth 

performance of the target. The scattering ability is usually described quantitatively by RCS, so 

it is necessary to reduce the target RCS to achieve the goal of invisibility to radars. In the recent 

years, the main methods for reducing RCS have been as follows: geometry modification 

technique, adding absorbing material, and active and passive cancellation of EM waves [6], 

[7]. In the modification technique, the structure of the target is modified in order to reduce the 

RCS. With the use of absorbing material, the RCS of the target can also be reduced by 

absorbing the incoming EM waves. These two techniques have been effectively and commonly 

used in the past.  

The state-of-the-art approach proposed for RCS reduction is based on destructive 

interference, as conceptually shown in Fig. 1.2. The original idea was to bring together 

artificial magnetic conductor (AMC) with 0° and perfect electric conductor (PEC) with 180° 

reflection phase coefficient in a chessboard-like configuration [8]. As the incident wave 

impinges on the chessboard-like surface, the induced current densities re-radiate in phase and 

out of phase. Thus, by using the array theory the superposition of the reflected fields becomes 

zero at θ = 0°, [8]. 

 

 

Figure 1.1:  Photographs of the stealth aircrafts J-20 and F-35 [84] 



 
 

 
 

 

Figure 1.2: Scattering concept based on the method of destructive interference [84] 

 

Alongside improving the RCS reduction bandwidth of artificially-engineered surfaces, 

some preliminary studies have been also carried out to facilitate and optimize the design 

procedure by applying heuristic methods [9], [10]. Although such algorithms are capable of 

solving complex optimization tasks, they often end up at local extrema. Notwithstanding, the 

broadband RCS reduction is a necessity to improve the stealth performance of the system. In 

the recent years, the researchers have shown a great interest in reducing the RCS of the 

artificially engineered surfaces to achieve low observability from the radars.  

1.2 Contribution of the Thesis 

The contributions of this thesis have been described in five journal publications that 

constitute Chapters 3 through 7. These are publications selected from the overall record of the 

candidate (six journal articles) prepared during his Ph.D. study. Their common theme is the 

development of low scattering metasurfaces with the emphasis on design optimization.  

▪ Paper #1: Metasurfaces have been extensively exploited in stealth applications to 

reduce radar cross section (RCS). We propose a surrogate-based approach for rapid 

design optimization of checkerboard metasurfaces. Our methodology involves fast 

metamodels, and a combination of surrogate-assisted global optimization with local, 

gradient-based tuning. It permits an efficient control of the EM wave reflection 

characteristics, and ensures arriving at that the globally optimum solution within the 

assumed parameter space. The framework is employed to develop a novel 

broadband checkerboard metasurface. According to our conducted experiment, the 

proposed structure outperforms the designs reported in the literature.  

 

o Bibliographic Note: 

M. Abdullah and S. Koziel, “Surrogate-Assisted Design of Checkerboard 

Metasurface for Broadband Radar Cross-Section Reduction,” IEEE Access, 

vol. 9, pp. 46744-46754, 2021. 
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▪ Paper #2: We introduce a novel machine-learning-based framework for automated 

and computationally efficient design of metasurfaces realizing broadband RCS 

reduction. Our methodology is a three-stage procedure that involves global 

surrogate-assisted optimization of the unit cells, followed by their local refinement. 

The last stage is direct EM-driven maximization of the RCS reduction bandwidth, 

facilitated by appropriate formulation of the objective function involving 

regularization terms. The appealing feature of the proposed framework is that it 

optimizes the RCS reduction bandwidth directly at the level of the entire 

metasurface as opposed to merely optimizing unit cell geometries. We applied the 

proposed framework to several metasurface designs reported in the literature; it 

leads to the RCS reduction bandwidth improvement by 15 to 25 percent as compared 

to the original designs. 

 

o Bibliographic Note: 

S. Koziel and M. Abdullah, “Machine-Learning-Powered EM-Based 

Framework for Efficient and Reliable Design of Low Scattering 

Metasurfaces,” IEEE Trans. Microwave Theory and Tech., vol. 69, no. 4, 

pp. 2028-2041, April 2021. 

▪ Paper #3: This study is concerned with the development and design optimization 

of coding metasurfaces featuring broadband RCS reduction. Here, we adopt a two-

stage optimization procedure that involves data-driven supervised-learning, 

sequential-search strategy, and direct EM-based design closure of the entire 

metasurface oriented toward maximizing the RCS reduction bandwidth. By 

applying the aforementioned algorithmic framework, a novel two-bit coding 

metasurface has been developed. It has been validated using simulation and 

measurement results that the proposed metasurface outperforms similar structures 

in literature in terms of all of the considered performance figures. 

 

o Bibliographic Note: 

M. Abdullah and S. Koziel, “Supervised-Learning-Based Development of 

Multi-Bit RCS-Reduced Coding Metasurfaces ,” IEEE Trans. Microwave 

Theory and Tech., vol. 70, no. 1, pp. 264-274, Jan. 2022. 

▪ Paper #4: One of the practical obstacles hindering efficient design of metasurfaces 

is implicit handling of RCS performance. In this study, we presented a novel 

formulation of the metasurface design task with explicit handling of RCS reduction 

at the level of meta-atoms. Our methodology accounts for both the phase and 

reflection amplitudes of the unit cells. The design objective is defined to directly 

optimize the RCS reduction bandwidth at the specified level (e.g., 10 dB) w.r.t. the 

metallic surface. The benefits of the presented scheme are twofold: (i) it provides a 

reliable insight into the metasurface properties even though the design process is 

carried out at the level of meta-atoms, (ii) the obtained design requires minimum 

amount of tuning at the level of the entire metasurface. 

 

  



 
 

 
 

o Bibliographic Note: 

S. Koziel, M. Abdullah, and S. Szczepanski, “Design of High-Performance 

Scattering Metasurfaces through Optimization-Based Explicit RCS 

Reduction,” IEEE Access, vol. 9, pp. 113077-113088, 2021. 

▪ Paper #5: A practical obstacle in the development of diffusion metasurfaces is the 

insufficiency of the existing performance metrics, specifically, monostatic and 

bistatic evaluation of the reflectivity. Both provide a limited insight into the 

metasurface properties. We proposed a novel performance metric, referred to as 

Normalized Partial Scattering Cross Section (NPSCS), for evaluating backward 

scattering properties of a metasurface. The metric involves integration of the 

scattered energy over a specific solid angle, which allows for a comprehensive 

assessment of the structure performance in a format largely independent of the 

particular arrangement of the scattering lobes. It has been demonstrated using two 

specific application examples that the introduced metric can be used to discriminate 

between the various surface configurations (e.g., checkerboard versus random), 

which cannot be conclusively compared using traditional methods.  

 

o Bibliographic Note: 

M. Abdullah, S. Koziel, and S. Szczepanski, “Normalized Partial 

Scattering Cross Section for Performance Evaluation of Low-Observability 

Scattering Structures,” Electronics, vol. 10, pp. 37656-37667, 2021. 

1.3 Thesis Organization  

The remainder of the thesis is organized into six chapters. Chapter 2 delivers a brief 

background on the radar systems, RCS reduction, and the key components of design process, 

namely periodic structures and surrogate-based modelling. A literature review is provided as 

well. In Chapter 3, the surrogate-assisted design procedure, enabling the development of high-

performance checkerboard metasurfaces is described, and its main components are outlined. 

Within this chapter, a detailed discussion on the utility of the proposed methodology is 

provided, supported by the design of a novel checkerboard metasurface for broadband RCS 

reduction. Moreover, simulations and measurements are conducted for both monostatic and 

bistatic RCS reduction to verify the efficiency and feasibility of the proposed design procedure. 

Chapter 4 extends the previous design procedure, and introduces a three-stage design 

optimization strategy that involves machine-learning at the level of the unit cell design, 

followed by a gradient-based local refinement. The last stage is direct EM-driven 

maximization of the RCS reduction bandwidth at the level of the entire metasurface, facilitated 

by appropriate formulation of the objective function, which involves the regularization terms. 

Moreover, the practical utility of the introduced algorithmic framework is demonstrated in the 

context of broadband scattering metasurface design using three application examples. In the 

last part, a novel metasurface architecture is introduced featuring over one hundred percent 

relative RCS reduction bandwidth. In Chapter 5, a systematic and efficient approach to 

globally optimum multi-bit coding metasurface design is introduced, based on the supervised-

learning based algorithms. A detailed discussion of the data-driven modelling procedure and 

formulating the design problem in a sequential manner is addressed. Towards the end, a novel 



7 
 

 
 

high-performance two-bit coding metasurface is presented that offers broadband RCS reduction 

as well as exhibits angularly-invariant characteristics. In Chapter 6, a novel metasurface design 

task formulation is presented. It involves explicit handling of RCS reduction at the level of meta-

atoms and it accounts for both the phase and reflection amplitudes of the unit cells in the 

formulation. A detailed discussion on the novel way of formulating the design problem as well 

as surrogate-based modelling procedure is provided. In the latter part, a discussion about the 

utility of the new methodology as well as benchmarking its performance against standard 

methodologies is given. Simulations and measurements results are also presented to verify the 

efficacy of the new design methodology. Chapter 7 introduces a new performance metric, 

referred to as Normalized Partial Scattering Cross Section (NPSCR), for evaluating backward 

scattering properties of metasurfaces. Further, the underlying concepts behind RCS of scattering 

metasurfaces, as well as is relation to monostatic and bistatic characteristics are investigated. 

Later on, a formal definition and mathematical formulation of a novel performance metric is 

given. Furthermore, the significance of the metric is demonstrated through benchmarking of two 

specific metasurface architectures.  

Chapter 8 concludes the thesis by summarizing the conducted works over the course of this 

Ph.D. work, highlighting possible challenges and open questions, as well as drawing potential 

directions for the future research.  

 

 

  



 
 

 
 

Chapter 2 

2 Background and Literature Review 

Radar Cross-Section (RCS) is an essential object signature that determines the detectability 

of an object by a radar. Reducing RCS is a principal demand in military and civil applications. 

The concept of RCS reduction (or stealth) has been a topic of attention since World War Ⅱ 

[11], and has faced many challenges up to now. In 2007, Paquay et al. proposed an effective 

method for reducing RCS of an object based on the theory of destructive interference [12]. To 

date, the principle of RCS reduction based on the idea of destructive interference has been 

widely acknowledged; this approach has been based upon the design of unit cells with 180° 

reflection phase difference, and employing them in a configuration that results in far-field 

power cancellation. In terms of practical realization of this concept, artificial magnetic 

conductor (AMC) and similar periodic structures can be precisely designed to satisfy the 180° 

reflection phase difference condition. Machine-learning-based modelling techniques can be 

implemented to facilitate the design process, and to optimize the structures implementing RCS 

reduction to ensure their best possible performance. This chapter provides an overview of the 

main components of the research conducted under this Ph.D. work, and also reviews some of 

the widely utilized approaches adopted by other researchers to accomplish RCS reduction of 

targets.  

2.1 Radar Systems 

Although utilization of radio waves for communication started in the early 1890s, the radar, 

as we know it now, was formally introduced in the time of World War II. Radar detection 

holds several advantages over other systems. Since radio waves experience a much lower 

atmospheric attenuation during propagation as compared to optical waves, radar system has a 

potential to detect a target long before it becomes optically detectable. Furthermore, as it 

utilizes radio waves and antennas, it is just as effective at night (dark) as during the daylight. 

An additional advantage is that the radar system does not demand auxiliary sources of energy, 

other than radar transmitters and receivers, to illuminate the target: being an active-device 

system, it monitors its own electromagnetic echo. 

An understanding of electromagnetic theory and microwave engineering is instrumental in 

designing or countering radar systems. The fundamentals thereof are out of the scope of this 

work. The necessary material on electromagnetic theory and microwave engineering can be 

found in [13]-[17]. Additionally, an exposition of a basic knowledge of antenna theory has 

been provided in [18]. 

For a precise target detection, radar systems necessitate highly-directional radiation beams 

for both the transmitter and the receiver. Typically, realization of such challenging 

requirements is handled by employing large arrays of antenna elements. In particular, radiation 

patterns featuring narrow beams and low side lobe levels can be implemented using phased 

antenna arrays. As the pattern properties depend on the spacing between the individual antenna 
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elements and the relative phase of their excitation, the main radiating beam can be scanned (at 

a considerably high scanning rate) from one direction (angle) to another without any 

mechanical re-positioning in the radiating/receiving systems [18], [19]. 

As shown in Figure 2.1, based on the relative position of the transmitter and the receiver, 

radar systems can be broadly classified into two categories: 

▪ Monostatic Radar system: both the transmitter and receiver are at the same location; 

▪ Bistatic Radar system: transmitter and receiver are located at two different positions. 

 

 

 

(a) 

 

(b) 

Figure 2.1: Radar Systems: (a) monostatic, (b) bistatic with bistatic angle of 2β [84] 

  



 
 

 
 

2.2 Cross-Sections and Their Fundamental Relations 

A target can be characterized by several types of cross-sections, which determine the 

effects of the incident wave on the target in relation to the incident power density. They are 

important in terms of characterization of the target or scatterer. Further, an understanding of 

relations between these cross-sections is pivotal in quantifying the scattering or absorption 

capabilities of the target. 

2.2.1 Absorption Cross-Section (σa) 

Every object has the capability to absorb a part of the incident power and convert it to 

other forms of energy (i.e., heat or thermal energy). If we consider a receiving antenna as a 

target/scatterer, a part of the incident power will be absorbed and transmitted to the coupled 

receiver. The residual of the incident energy primarily gets re-radiated/scattered. Hence, the 

absorption cross-section σa is defined as the power Pa  absorbed by the target, normalized to 

the incident power density Si [20].  

2

2

( )
( )

( / )

a
a

i

P W
m

S W m
 =                              (2.1) 

where Pa is the power absorbed by the target and Si is the incident power density. 

2.2.2 Scattering Cross-Section (σs) 

As mentioned in the previous sub-section, the residual power intercepted by the target 

primarily gets re-radiated/scattered after the absorption. Similarly to the definition of 

absorption cross-section, the scattering cross-section is defined as the power removed by the 

target, using scattering mechanisms, normalized to the incident power density [20]. 
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m

S W m
 =                   (2.2) 

where Ps is the scattered power scattered and Si is the incident power density. 

Note that the above definition presumes that the scattered energy is isotropically spread over 

all possible directions, which is not possible in practice [21]. 

2.2.3 Extinction Cross-Section (σe) 

The collective incident energy withdrawn by the target through absorption and scattering, 

normalized to the incident power density, is known as the extinction cross-section (σe) [20]. 

2( )e a sm  = +              (2.3) 

where σa and σs is the absorption cross-section and scattering cross-section, respectively. 
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2.2.4 Bistatic Cross-Section (σb) 

As mentioned earlier, the scattered energy has been assumed to be distributed 

isotropically. This assumption does not hold in practice, which fostered a development of other 

types of cross-section metrics. In reality, all targets exhibit certain scattering patterns F(kr), the 

meaning of which is similar to the radiation pattern of an antenna [18]. Therefore, the energy 

scattered in any particular direction kr can be obtained in a way similar to the power radiated 

in a particular direction, namely, with the help of directivity patterns of an antenna: 

( ) ( )s s s s s ir rk P k σ SP D D= =        (2.4) 

where Ds(kr) is the directivity of the scattered pattern F(kr) in the direction kr. Similarly, the 

bistatic cross-section (σb) along the direction kr is defined as: 

2( ) ( )
( ) ( ) 4( ) lim

r

s s r s r
s s s r

i i i

r r rb R

P P k S k
k k σ k R

S S S
D D 

→
= = = =      (2.5) 

In addition, in the far-field, the power density of an electromagnetic wave can be 

sufficiently described using only one of the electric field E or magnetic field H, as in [18] 

2
E

2
S

η
=                 (2.6) 

where η is the medium’s intrinsic impedance. Substituting (2.6) in (2.5), the bistatic cross-

section becomes: 

2
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=                       (2.7) 

This bistatic cross-section as expressed in (2.6) is commonly referred to as Radar Cross-

Section (RCS) [18]. 

2.3 Radar Equation and Importance of RCS Reduction  

Before we proceed further, it is deemed important to derive the radar range equation 

(RRE). We can derive RRE in its basic form using elementary geometrical principles for both 

the Bistatic and Monostatic Radar systems. Besides, we will revisit the validity of the 

definition which we used in (2.5) to define bistatic cross section. 

2.3.1 Bistatic Radar System 

The power density radiated from the isotropic radiator (e.g., isotropic antenna) at a far-

field distance Rt(St 
Rt) can be derived by dividing the transmitted power (Pt) to the surface area 

of the sphere over which it has been evenly spread 

2
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R t
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R
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=          (2.8) 



 
 

 
 

When a directional antenna is involved, the power density at a point in space is multiplied 

by the overall gain of the directional antenna in that particular direction, Gt (θ, ϕ). 

Consequently, the expression of a generic power density at a distance Rt is written as: 

2
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R
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R→
=          (2.9) 

As a result, we can obtain the power intercepted and re-radiated by the target positioned at (θ, 

ϕ, Rt) with respect to the radiator by simply multiplying the RCS of the target (σb) by St 
Rt: 
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In a similar manner, the power density received by the receiving antenna (radar) 

positioned at Rr in the far-field region can be obtained as: 
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Finally, the power intercepted by the receiving antenna (radar) can be determined by 

multiplying the effective aperture of the receiving antenna to the received power density. Since 

the effective aperture of any antenna can be defined as [18]: 

2
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Therefore, the power intercepted by the receiving antenna is given as: 

2
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Consequently, the bistatic cross-section can be written as: 

2
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At first, the definitions (2.5) and (2.14) seem to be inconsistent with each other. According 

to (2.5), the bistatic cross section σb is only dependent on Rr, however, (2.14) implies its 

dependency on both Rt and Rr. To demonstrate that both the definitions (2.5) and (2.14) are 

equivalent, let us first substitute the definition of effective aperture of (2.13), into (2.14), which 

leads to 
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Furthermore, the expression (2.9) for St
Rt can be substituted to (2.15), which results in 
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The definition (2.16) is same as derived in (2.5) for the bistatic cross-section. At this point, 

it becomes clear that the bistatic cross section is not explicitly dependent on Rt; yet it is 

indirectly dependent on Rt through the definition of St 
Rt as given in (2.9). 

2.3.2 Monostatic Radar System 

Monostatic Radar system is a special case of Bistatic Radar system where the transmitting 

and receiving antennas (radars) are positioned at the same place (i.e., Rt  = Rr = R); therefore, 

the received power can be simplified into 

2

22 )4 (4
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=             (2.17) 

Additionally, if the radar system employs the same antenna for both the transmission and 

reception purposes (i.e., Gt  = Gr = G), then the received power can further be simplified into: 

2 2
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It is known that every receiver requires a certain level of minimum power of the received 

signal (Pr
Rr = Pmin) so that it can discriminate the actual signal from the noise and other 

interfering signals. This is typically characterized by the Signal to Interference-Noise Ratio 

(SINR). Hence, using (2.18) and the minimum power level Pmin we can define the maximum 

radar detection range as: 
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It can be noticed that reduction of RCS of any target by 10 dB (i.e., making it 10 percent 

of the original value), the maximum detection range of the radar becomes half of the original 

detection range. 

2.3.3 Target Detection by a Radar System 

To illustrate the formation of the target’s signature and the fundamentals behind the target 

detection, let us consider a square plate made of a perfect electric conductor (PEC) of the 

dimension 5λ × 5λ. For illustration purpose, we have considered two angles of incidence: 

(i) normal incidence (i.e., 0° in Fig. 2.2), and (ii) oblique incidence (i.e., 30° in Fig. 2.3). 

Figures 2.2 and 2.3 depicts the incident fields, the scattered field, and bistatic RCS patterns. 

The latter corresponds to the respective scattered field patterns. Note that scattered fields in 

the forward direction are as strong as the incident fields, and they are 180° out of phase. It is 

evident from the plots of bistatic RCS patterns (cf. Fig. 2.2(c) and Fig. 2.3(c)) that the bistatic 

cross-section is substantial in the forward scattering direction. This is the primary explanation 

why radar systems can detect the target from their signature since it corresponds to the high 

bistatic cross-section. On the other hand, in order to make the target completely invisible from 

the radar systems, it is necessary to remove the scattered fields from each and every direction. 



 
 

 
 

This has been recently conceptualized in [22], [23] with the use of metasurfaces and antenna 

arrays. 

 

 

(a)        (b) 

 

(c) 

Figure 2.2: Square PEC surface of 5λ×5λ under normal incidence: (a) incident fields, 

(b) scattered fields, and (c) bistatic cross-section [84] 

 

(a)        (b) 

 

(c) 

Figure 2.3: Square PEC surface of 5λ ×5λ under oblique incidence: (a) incident fields, 

(b) scattered fields, and (d) bistatic cross-section [84] 
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2.4 Fundamentals of Metasurfaces 

Since the beginning of the 21st century, advanced manufacturing technologies, such as 

nano-fabrications, have encouraged scientist and researchers around the globe to think beyond 

natural materials. They started paying more attention to artificially engineered materials, 

referred to as metastructures. Typically, these are three-dimensional (3D) structures. Their 

unique properties are realized by arranging an array of small scatterers or artificial magnetic 

conductor (AMC) unit cells in a 3D space. The term metamaterial refers to structural 

characteristics that are more interesting than artificial dielectrics; however, they can still be 

categorized as bulky materials, in the same way as natural materials. Nevertheless, their 

extraordinary properties make these metamaterials highly versatile considering their operating 

frequencies, which can range form the low microwaves to optical. This, in turn, makes them 

ideal for purposes that include but are not limited to antennas, resonators, dielectrics, switches, 

EM-shielding, low-reflection materials, perfect lenses, cloaking, and, of course, stealth 

applications. On the downside, as the AMC unit cells need to be deployed in a 3D space, the 

practical utility of these metamaterials in real-world applications is questionable. This issues 

inevitably shifted the effort of exploration—in the first decade of the 21st century—from 

optimizing a 3D arrangement of the metamaterials to the arrangement of metasurfaces on a 

two-dimensional (2D) surface. More recently, metasurfaces have been gaining more attention 

than metamaterials owing to their simplicity and relative ease of fabrication. This is to be 

expected, given that metasurfaces 2D take up less physical space than their counterparts, 3D 

metamaterial structures. 

2.4.1 Periodic Structures 

Periodic structures are arrays of identical elements (typically called unit-cells), arranged 

along one, two, or three dimensions [24]. A unit-cell is characterized as a building block of a 

periodic structure, and it repeats itself with inter-element distance called periodicity [24]. An 

illustration of a 2D planar periodic structure of an arbitrary geometry and periodicity of px and 

py has been shown in Fig. 2.3, [24]. In electromagnetic (EM) design, periodic structures are 

implemented using metallic patches on dielectric slabs, metallic conductors, and dielectric 

materials. Printing metallic patches on dielectric substrates through these architectures is a 

popular implementation approach, primarily due to the ease of fabrication. Furthermore, the 

properties of patch-based periodic architectures are mainly characterized by the patch topology 

and its geometrical dimensions, where the relative permittivity r, thickness h, and the unit-

cell periodicity in x- and y-direction (px and py, respectively) are the major contributing factors 

controlling the frequency characteristics [25].  

 

 

 



 
 

 
 

 

Figure 2.4: Schematic of a two-dimensional periodic structure with periodicity of px and py in 

the x- and y-direction, respectively [24]. 

 

To characterize a particular behavior of unit-cell-based periodic structures, several 

approaches are available, categorized as: (l) multi transmission line models, (2) lumped 

element model, and (3) full-wave numerical methods [25]. The first two approaches are only 

limited to simple architectures. They are not very accurate considering the number of 

approximations involved in the analysis. Full-wave numerical methods are available for a 

variety of structures, and they have the capacity to evaluate several EM characteristics of 

periodic architectures with substantially high accuracy. In the past decade, with powerful 

computing technology and sophisticated numerical techniques, several commercial software 

packages have surfaced and facilitated researchers and designers to design complex, novel and 

high-performance periodic structures. The commercial full-wave simulation software applies 

numerous numerical techniques such as finite-difference time-domain (FDTD), finite element 

method (FEM), and method of moments (MOM), to solve EM characteristics of the periodic 

structures [25]. All these methods solve Maxwell’s equations under certain boundary 

conditions to characterize the EM behavior [26].  

In this thesis, a commercial full-wave EM simulation software package CST Microwave 

Studio (mainly its frequency- and time-domain solver) is utilized, primarily based on FDTD 

and FEM method, to design and characterize unit-cell as well as the developed metasurfaces. 

The FDTD and FEM methods are among the most widespread numerical techniques for 

solving the field problems[27], [28].  

2.4.2 AMC Unit Cell 

Artificial magnetic conductor (AMC)-based unit cells fall under the category of 

electromagnetic band-gap (EBG) structures. Generally, EBG structures are characterized by 

a dispersion diagram, surface impedance, and reflection phase [25]. When a plane wave 

intercepts the EBG structure, an in-phase reflection coefficient analogous to the AMC surface 

becomes of interest. Therein, the corresponding AMC surface realizes perfect magnetic 

conditions (PMCs) over a specified frequency bands [25]. The PMC surfaces do not exist in 

nature; nevertheless, they can be artificially engineered by employing a sequence of metallic 

 

 

py 

px 
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patches on the top of the dielectric medium grounded by the uniform PEC sheet [33]. On the 

PMC surface, the incident and reflected E fields are in phase whereas the H fields are out of 

phase, therefore the total tangential H field is zero. Further, the amplitude of reflection 

coefficient is unity (one), and the corresponding phase is 0° [25], [33]. Since the AMC cells 

are backed by a uniform PEC sheet, all incident energy is reflected. As a result, the magnitude 

of the reflection coefficient is one (in lossless environment). In a similar vein, the reflection 

phase difference between the incident and reflected waves varies as a function of frequency 

[34]. Other critical parameters that contribute to the overall functionality of AMC unit cells 

are the incident and polarization angles. To date, various AMC topologies have been explored 

to improve functional bandwidth, oblique incidence and polarization independency [35]-

[37]. In this thesis, we introduced novel AMC-based unit cell geometries to enhance their 

functional bandwidth, and incident angle stability. 

2.4.3 Literature Review 

Back in 1947, George Sinclair, the founder of the ElectroScience Laboratory (ESL) at 

Ohio State University, United States, proposed that an antenna was considered a target with 

strong scattering ability. Subsequently, many scholars began to discuss and study the 

scattering mechanism, and RCS control methods of the antenna. In 1949, D.D. King 

discussed the importance of the surface current distribution within the antenna to the RCS 

and backscattering, and drew the effect of the antenna load impedance on the scattering 

amplitude and the scattering pattern of the antenna [38]. In 1952, the backscatter 

characteristics of a cylindrical antenna in the case of short circuit and the matched load were 

studied [39]. The expression for the scattering field based on the conjugate matching 

conditions for the antennas was considered in [40], which fostered research on the antenna 

scattering technology. Afterwards, many theoretical considerations have been carried out 

during the 1990s. Low RCS of antennas can be obtained by changing the propagation 

direction of the target scattering peak away from the direction of the radar receiver. 

Ultimately, the radar receivers would not be able to pick the scattered signals, and the antenna 

surface would become of low observability to the radars. The radar signals could also be 

absorbed by the antenna surface. Consequently, four main techniques have been extensively 

studied in the literature in the context of the reduction of the target RCS, including radar 

absorbing materials (RAMs), reshaping of the target surface, using active cancellation, and 

passive cancellation methods [41]. RAMs use the absorption mechanism to reduce the 

reflected energy from the target surface. This absorption mechanism is mainly due to the 

several types of losses associated with the dielectric or magnetic properties of the material 

[42].  

Based on the loss mechanisms, the radar absorbing materials can convert the incident 

electromagnetic energy into another form of energy. This results in minimizing the scattering 

from the surface, leading to low RCS. In [43], [44], the RCS reduction of different surfaces 

was implemented using RAMs, but it was concluded that the absorbing behavior of the 

surface is restricted to a narrow bandwidth.   

 



 
 

 
 

 
Figure 2.5:  Top and bottom view of the modified antenna for RCS reduction [45].  

 

The antenna surface can be reshaped to realize low scattering performance. Antenna 

reshaping techniques are often based on the analysis of the current distribution on the surface 

of the metallic patch during the radiating state of the antenna. The region that contributes less 

to the antenna radiation can be observed, and then the structure of antenna surface can be 

reshaped accordingly to reduce the RCS without affecting the antenna radiation performance. 

In [45], the RCS reduction of the UWB planar octogonal antenna was achieved by the 

geometrical shaping method. The structure of the modified UWB planar octagonal antenna 

can be seen in Fig. 2.5. With the employment of the reshaping technique, the surface of the 

target was modified to redirect the incoming electromagnetic energy (EM) away from the 

surface. The drawbacks of the reshaping approach include possible effects of reshaping on 

the radiation performance of the antenna, and the narrowband nature of the RCS reduction.   

Without using wideband absorbers and reshaping the surface, the incident waves from 

the radars can be redirected to other directions by using negative-indexed materials. Over the 

past decade, the manipulation of EM waves has received tremendous interests, underpinned 

by the advent of the transformation method [46], [47], and metamaterials [48]. A wide variety 

of novel devices, such as invisibility cloaks and advanced lenses, have been realized in 

electromagnetics and other fields. Metamaterials are subwavelength artificial composites, 

based on periodic or non-periodic unit cells, that pave the way for unusual properties that are 

unavailable in nature.  

As a new class of metamaterials, metasurfaces have been extensively utilized to generate 

the abrupt interfacial phase changes, for manipulating waves propagation, to analyze the 

reflective and transmissive properties, and to provide the unique way to redirect the incoming 

electromagnetic (EM) waves into various directions [49]-[53]. 

The unusual physical properties of metamaterials such as negative refraction can be 

utilized to realize low RCS. Many researchers have applied metasurfaces to reduce RCS of 

different surfaces. In [49], a combination of the perfect electric conductor (PEC) and artificial 

magnetic conductor (AMC) was employed in a periodic arrangement, chessboard 

configuration, to reduce the scattering of the surface as depicted in Fig. 2.6. Due to the 180° 

phase difference between the reflection of AMC and PEC, the waves reflected from AMC 

and PEC cancel each other when the incident electromagnetic wave is perpendicular to the  
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Figure 2.6:  Arrangement of AMC and PEC structure in chessboard configuration [49].  

 

surface. The chessboard structure scatters the electromagnetic energy into four main lobes at 

(φ=45°, 135°, 225°, and 315°), therefore, the backward RCS decreases significantly. 

However, due to the narrow band of out of phase reflection between AMC and PEC, the 

bandwidth of the RCS reduction was very narrow as well. In particular, the 10 dB RCS 

reduction was achieved over the relative bandwidth of only five percent. 

To overcome the issue of the narrow-bandwidth RCS reduction, the combinations of 

AMCs with different configuration [50], [51] or different sizes [52], [53] were proposed to 

fulfill the phase cancellation criteria. The idea is to utilize the out-of-phase reflection of the 

unit cells to achieve the effective cancellation over a wider frequency band. Furthermore, 

these unit cells were arranged in a chessboard-like configuration to scatter the reflected 

energy into four diagonal directions with low level of scattered energy in the normal 

direction. In [50], 10 dB RCS reduction of the polarization-dependent surface was achieved 

over a relative bandwidth of 32%. The low scattering surface is subsequently integrated with 

the antenna for realized gain enhancement. In [51], the RCS reduction of the microstrip 

antenna was attained using the combination of two differently sized AMCs, arranged in a 

chessboard configuration, with the maximum RCS reduction of 31.9 dB. The design of 

AMCs based on Jerusalem crosses with different sizes was used in [52] to achieve 10 dB 

RCS reduction of the surface over a relative bandwidth of forty percent. In [53], low RCS of 

the circularly polarized (CP) array antenna was proposed by using tightly-coupled 

anisotropic element in a chessboard configuration. The in-band and out-of-band RCS 

reduction of the array antenna was also achieved. 

Many researchers also implemented the electronic band gap (EBG) and frequency 

selective surfaces (FSS) to realize the RCS reduction of antennas. Every method has its 

advantages and disadvantages. For practical applications, we need to select appropriate 

methods to reduce the RCS of the antenna, according to the various performance 

requirements. Usually, RCS reduction in broad frequency range is highly desirable for stealth 

applications.  

The RCS reduction from 3 GHz to 10 GHz bandwidth was achieved by using the 

combinations of FSS and microstrip resonators in [54]. Therein, the radiation performance 

of the microstrip antenna was less affected by the inclusion of the resonators. In [55], using 

the EBG structures, hexagonal and square shaped checkerboard surface was designed to 

reduce the RCS of the surface over the relative bandwidth of 60%. 



 
 

 
 

 

Figure 2.7:  The structure of hexagonal shaped chessboard surface [55].  

The hexagonal-shaped checkerboard surface can be seen in Fig. 2.7. It has also been 

expounded that the hexagonal shaped checkerboard surface redirects the incoming EM 

energy into six main lobes and it reduces RCS to a higher extent as the square-shaped 

chessboard surface. 

In addition to the above methods, polarization conversion metasurfaces (PCM) were 

applied to reduce the RCS of the antennas. In [56], a technique for reducing the RCS of the 

antenna was implemented based on a fishbone-like element. The PCM was generated by the 

chessboard arrangement of the fishbone-like element and its mirror image, which greatly 

widened the RCS reduction bandwidth of the slot array antenna. The RCS reduction of Fabry-

Perot (F-P) cavity antenna was reduced by using the combination of PCM and partially 

reflecting surface (PRS) in [57]. The antenna gain was increased by 7 dB, and its RCS 

reduction was achieved in the range of 9-20 GHz by using the phase cancellation principle. 

The average RCS reduction of 12.4 dB was obtained over the designed frequency band. In 

[58], the holographic surface was used to reduce the RCS of the antenna. The holographic 

surface is formed by using the four differently sized square shaped metallic sheets, which 

help to change the surface impedance periodically. After the holographic surface was 

designed, it was further loaded to the slot antenna array to achieve the RCS reduction. The 

principle thereof was associated with the working band of the holographic surface, over 

which the incident waves from the radar can be transformed into the surface wave. Therefore, 

the backscattered energy from the surface of the slot antenna array can be minimized.   

To further reduce the RCS of the surfaces, an approach based on the coding metasurfaces 

was proposed in [58]. The RCS reduction was achieved by controlling and adjusting the 

phases of different coding elements named “0” and “1”. The coding sequences of the 

metasurfaces can be optimized to further improve the RCS reduction properties. Nowadays, 

the research on the RCS reduction of the antenna is considered a hot topic due to its 

importance in practical applications. Many researchers are currently working on the 

associated problems that include the following questions: (i) how to keep the antenna 

radiation characteristics unaffected while reducing the RCS; (ii) how to reduce the RCS over 

the broad frequency range; (iii) how to reduce the in-band and out-of-band RCS. Therefore, 

it is important to explore such widely defined areas to further improve the performance of 

the stealth systems.   
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2.4.4 Existing Design Methodologies 

The development of AMC unit-cell-based periodic structures (i.e., metasurfaces) involves 

handling of individual unit cell designs, as well as concurrent adjustment of their design 

variables. Thus far, numerous metasurface structures have been presented to achieve wideband 

RCS reduction [47]-[58]. Therewithal, the lack of reliable theoretical models compels 

conventional design methodologies to mostly rely on empirical reasoning, physical intuition, 

or trial and error. Additionally, a substantial involvement of human interaction makes such 

approaches laborious and ineffective. Further, they are time consuming due to the involvement 

of full-wave EM simulations to characterize the performance of AMC structures. Altogether, 

the aforementioned downsides pose serious concerns pertaining to the efficiency of 

experience-driven design practices, as well as their capability of finding truly (presumably 

global) optimum solutions. Considering the practical design measures, the problem is 

additionally exacerbated by highly non-linear input-output relationships between the design 

variables and the system responses. An additional obstacle limiting efficacious design of 

metasurfaces is implicit processing of RCS reduction characteristics. To accomplish essential 

RCS reduction, the design task is typically formulated in terms of phase reflection 

characteristics of the AMC unit cells. More precisely, it has been discussed in the literature 

that 10 dB RCS reduction can be provided over a frequency band if the phase difference 

between the two meta-atoms remains within the 180° ± 37° range [54], [58]. On the contrary, 

their reflection amplitudes—although contributing to the overall performance of the AMC 

structure—are principally ignored. To handle this, a novel formulation of the metasurface 

design task with explicit handling of RCS reduction at the level of AMC unit cells is required. 

Altogether, the aforesaid challenges call for a new algorithmic solution that enable efficient 

development of high-performance metasurfaces going beyond interactive approaches, and 

permits design automation, reliability, and computational efficiency. Over the last decade, 

extraordinary advancements in computing hardware and software drastically boosted the 

popularity and extensive use of rigorous EM-driven design methodologies, principally based 

on numerical optimization [63]. Nevertheless, direct EM-based optimization of metasurface 

architectures may be prohibitively expensive when using traditional optimization algorithms, 

especially when global exploration is needed. A practical workaround is a utilization of 

machine learning techniques [59]-[62], [64], [65], together with surrogate-based modeling 

methods [63], [66]. By doing so, the computational burden can indeed be shifted to a cheaper 

representation of the structure at hand, thus expediting the design process. In the related vein, 

incorporation of other means such as problem decomposition [66], may also aid the parameter 

tuning process and facilitate global exploration, otherwise infeasible when operating directly 

on EM simulation models.  

  



 
 

 
 

2.5 Design Optimization 

This section presents a brief overview of numerical optimization that falls within the scope 

of the thesis. A short summary of standard optimization techniques, including gradient-based 

methods and population-based metaheuristics, as well as surrogate-based modelling 

techniques is a part of the discussion. 

The metasurface optimization problem is formulated as the following nonlinear 

minimization task [67]: 

 arg min ( ( ))U=*

f
x

x R x          (2.20) 

Here, Rf  Rm represents the EM simulation response vector of the metasurface 

performance characteristics of interest, e.g., the RCS reduction characteristics |Rred| evaluated 

at m different frequencies; x  Rn is a vector of metasurface designable variables to be adjusted, 

and U is a given scalar merit function encoding the design specifications, e.g., a minimax 

function with upper and lower specifications. The vector x* is the optimal design to be 

determined. The composition U(Rf(x)) represents an objective function. As per definition 

(2.20), the objective function should be defined so that better designs correspond to the smaller 

values of U.  

Figure 2.8 illustrates a particular example of design specifications for the RCS reduction 

characteristics. In this case, the objective function U(Rf(x)) is defined as the continuous 

frequency range for which the condition |Rred| ≥ 10 dB holds. In other words, it is the RCS 

reduction bandwidth.  

For the rest of the section, the composition U(Rf(x)) will be denoted using an abbreviated 

symbol of f(x). In certain cases, the problem (2.20) is a constrained one. Three different sets 

of constraints can be considered: 

▪ Lower and upper bounds for a vector of designable variables, i.e., lb  xb  ub, 

b = 1, …, m; 

• Equality constraints, i.e., ceq.l(x) = 0, l = 1, …, Meq, where Meq is the number of 

constraints; 

• Inequality constraints, i.e., cineq.l(x)  0, l = 1, …, Mineq, where Mineq is the number 

of in equality constraints. 

Typically, design constraints are introduced to ensure that the device or the system (e.g., 

metasurface architecture) to be evaluated by the simulation software is physically valid (e.g., 

so that the unit cells and other elements of the architecture do not overlap, etc.). Further, the 

constraints can be implemented to make sure that the physical dimensions (length, width, and 

area) or selected characteristics of the structure is within the assumed values.  

Figure 2.9 presents a typical flow of simulation-driven design optimization, here, gradient-

based search. Typically, it is an iterative process where the solutions determined by the 

optimizer are validated by evaluating the structure at hand using the EM solver. Moreover, the 

search process is guided either by the model response itself or by the response gradients. In 

the subsequent sections, we briefly discuss gradient-based optimization techniques as well as 

population-based metaheuristics.  
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Figure 2.8: Exemplary design specifications for metasurface optimization. The objective 

function U(Rf(x)) is defined as the continuous frequency range for which the condition |Rred| 

≥ 10 dB holds. In other words, it corresponds to the RCS reduction bandwidth. 

 

Figure 2.9: A flowchart of gradient-based simulation-driven optimization. The search process 

can be guided by the model response or by the response and its derivatives [66]. 

 

2.5.1 Gradient-based Optimization Methods  

Gradient-based techniques are amongst the most widely utilized class of optimization 

methods [67]. Therein, the exploration is dependent upon the derivatives of the objective 

function. Assuming that the merit function f(x) is sufficiently smooth (at least continuously 

differentiable), the gradient f = [f/x1 f/x2 … f/xn]
T delivers the information about the 

descent of f in the vicinity of the design at hand. Particularly,  

( ) ( ) ( ) ( )f h f f f+  + x x x h x                        (2.21) 

if h is a descent direction, i.e., f(x)h < 0. Specifically, h = –f(x) is the steepest descent 

direction. Though it is beneficial to follow this direction while away from the optimum, 

steepest descent techniques manifest poor overall performance and are not commonly used in 

practice [68]. A more practical approach is a conjugate-gradient method, where the search 

direction h is determined by the previous direction hi-1 and the current gradient. We have 
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( )
1( )i

if  −= − +h x h       (2.22) 

One of the widely utilized approaches for selecting the coefficient  is the Fleecher-Reeves 

method where  

( 1) ( 1)

( ) ( )

( ) ( )i i

T

T

f f

f f


− −

 
=

 

x x

x x         
(2.23)

 

The subsequent design x(i+1) is computed from the existing one x(i) as: 

( 1) ( )i i + = +x x h      (2.24) 

The selection of the step size  > 0 relies on the line search or obtaining information from 

the second-order derivatives [69]. 

The Newton and quasi-Newton methods belong to another class of optimization techniques. 

If f is at least twice continuously differentiable, a second-order Taylor expansion of f can be 

defined as: 

1
( ) ( ) ( ) ( )

2
f f f+  +  +x h x x h hH x h           (2.25) 

where, H(x) is the Hessian of f at x, i.e., H(x) = [2f/xjxk]j,k = 1,…,n. It entails that the next 

approximation of the optimal solution can be computed as:  

( 1) ( ) 1[ ( )] ( )i i f−= + +x x H x x       (2.26) 

The algorithm (2.26) delivers extraordinarily fast (quadratic) convergence rate; however, it 

is only applicable if the initial point is sufficiently close to the optimal solution and the Hessian 

is positive definite at all iterations [68]. Altogether, the aforesaid conditions are hardly ever 

satisfied, hence, the algorithm (2.26) is impractical. As an alternative, a variety of damped 

Newton techniques have been adopted [69].  

Trust-region (TR) algorithms [70] also belong to gradient-based optimization approaches. 

The TR method iteratively approaches a local minimum of the objective function f by 

generating a series of approximations x(i), i = 0, 1, …, to the optimum design x*. These are 

typically determined by optimizing the linear expansion model 

( ) ( ) ( ) ( )( ) ( ) ( ).( )i i i if f= + −L x x x x x      (2.27) 

In the ith iteration of the TR algorithm, the following optimization task is solved 

( ) ( ) ( )

1 ( )

;
arg min ( ( ))

i i i

i iU+

−  − 
=

x d x x d
x L x                      (2.28) 

The vector d(i) is the TR region size decided using the standard guidelines [70], i.e., based 

on the gain ratio  = [U(R(x(i+1))) − U(R(x(i)))]/[U(L(i)(x(i+1))) − U(L(i)(x(i)))] (actual versus 

linear-model-predicted objective function improvement). The inequalities –d(i)  x – x(i)  d(i) 

in (2.28) are understood component-wise. Due to the fact that the designable variable ranges 

in metasurface architectures may be drastically different for various parameters (e.g., fractions 

of millimetre for gaps and tens of millimetres for ground plane width, etc.), the search region 

is characterized here as a hypercube rather than a ball ||x – x(i)||  (i) (Euclidean norm with 
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scalar TR radius). This—while deciding the initial size vector d(0) proportional to the design 

space sizes—enables similar treatment of variables with dramatically different ranges. The TR 

algorithm is the major local optimization approach utilized in this thesis. 

In the framework of EM-driven design optimization, utility of gradient-based method is 

limited, when applied directly on full-wave models. They are relatively expensive due to the 

need of evaluating the system response gradients through finite differentiation, as well as 

because of the high EM simulation cost of complex structures. In some instances, it is possible 

to expedite the procedure by exploiting adjoint sensitivities but these are only accessible—

among commercial solvers—through CST [71] and HFSS [72], and only for a limited number 

of practical cases. 

2.5.2 Metaheuristics and Global Optimization 

Metaheuristics are derivative-free methods that exhibit features beneficial from the 

perspective of handling various practical optimization problems: (1) global exploration 

capability; (2) capacity to handle non-differentiable, discontinuous, or noisy cost functions; 

and (3) capability to handle multimodal (i.e., those featuring multiple local optima) and multi-

objective problems. Metaheuristics are developed based on the observation of natural 

processes such as biological or social systems. They have the capability to avoid getting stuck 

in local optima and converge towards a globally optimal solution of the problem at hand. Some 

of the popular methods of this class include genetic algorithms (GAs) [73], evolutionary 

algorithms (EAs) [74], evolution strategies (ES) [74], particle swarm optimizers (PSO) [75], 

differential evolution (DE) [76], and firefly algorithm [68]. 

A typical flow of a population-based metaheuristic algorithm, pertinent to methods such as 

GAs or EAs, is the following [67]: 

1. Initialize the population P (a random process); 

2. Evaluate individuals in the population P; 

3. Choose parent individuals S from P; 

4. Apply recombination operators to create a new population P from parent individuals 

S; 

5. Apply mutation operators to introduce local perturbations in individuals of P; 

6. If the termination condition is not satisfied go to 2; 

7. END. 

Population-based metaheuristics are suitable methods whenever the evaluation time of the 

objective function is low, or the computational budget is of concern. These technique are 

preferred for solving multimodal tasks. In the realm of antenna design, their primary 

application are antenna array optimization problems, specifically pattern synthesis [77], [78], 

as long as the array is evaluated using the analytical array factor model. At the same time, due 

to their high computational complexity, population-based metaheuristics are not recommended 

for direct handling of full-wave electromagnetic simulation models. 

  



 
 

 
 

2.5.3 Surrogate Modelling/Machine Learning 

Traditional numerical optimization techniques are—in their majority—robust methods, yet 

their utility for handling contemporary design challenges in high-frequency engineering is 

limited primarily due to the high computational cost of EM simulations. Recently, one of the 

promising ways to address these issues, in particular, to perform parametric optimization of 

expensive simulation models in a decent timeframe, has been surrogate-based optimization 

[79].  

The fundamental idea behind surrogate-based optimization is to replace direct handling of 

the expensive computational model by an iterative process, in which a sequence of 

intermediate designs approaching the solution to the original optimization problem is 

generated by means of optimizing a fast yet reasonably accurate representation of the high 

fidelity model, referred to as a surrogate [79]. Therein, data-driven surrogates represent the 

major and arguably the most popular class of surrogates. Their popularity stems from the 

following appealing features:  

▪ Data-driven models can be constructed without a prior knowledge about the physical 

system at hand; 

▪ They are generally based on algebraic models; 

▪ They are universal and, therefore, easily transferrable between various problem 

domains; 

▪ They are cheap to evaluate. 

At the same time, data-driven models usually require substantial amounts of training data 

to ensure the accuracy. Further, the number of training samples grows rapidly with the 

dimensionality of the parameter space (so-called curse of dimensionality) [79]. This is a 

serious limiting factor, especially when the model is to be constructed over broad ranges of the 

system parameters, and the system outputs are highly nonlinear.  
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Figure 2.10: A generic procedure of constructing data-driven surrogate models [79]. 
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A generic flowchart of the data-driven surrogate modeling process is shown in Fig. 2.10. 

One of the most popular modeling methods of this class, utilized in this work, is kriging. 

Kriging is a method for interpolating deterministic noise-free data [80]. It is a Gaussian 

process-based modeling technique, extensively used for building interpolating surrogates in a 

wide range of applications [80], [81]. For the convenience of the reader, a brief summary of 

the method is provided below assuming the scalar output of the system at hand. Generalization 

for vector-valued functions is straightforward. In its fundamental formulation, kriging assumes 

that the function, denoted as f(x), is of the form 

( ) ( ) ( )Tf Z= +x g x β x                 (2.29) 

where g(x) = [g1(x) g2(x) …  gN(x)]T are known (e.g., constant) system responses,  = [1 2 … 

N]T are the unknown hyperparameters, and Z(x) is a realization of a normally distributed 

Gaussian random process with zero mean and variance 2. The regression term g(x)T serves as 

a trend function for f, whereas Z(x) handles localized variations. The covariance matrix of Z(x) 

is given as 

( ) ( ) ( ) ( )2[ ( ) ( )] ([ ( , )])i j i jCov Z Z R=x x R x x             (2.30) 

where R is a p  p correlation matrix with Rij = R(x(i),x(j)), and R(x(i), x(j)) is the correlation 

function between data samples x(i) and x(j). One of the most popular choice is the Gaussian 

correlation function 

2

1
( , ) exp | |

n

k k kk
R x y

=

 
  

= − −x y       (2.31) 

where k are the unknown correlation parameters, and xk and yk are the kth components of the 

vectors x and y, respectively. The kriging predictor is defined as [80] 

1
( ) ( ) ( ) ( )

T T −
= + −s x g x β r x R h Gβ        (2.32) 

where r(x) = [R(x, x(1)) … R(x, x(p))] T, f = [f(x(1))  f(x(2))  …  f(x(p))]T, and G is a p  N matrix 

with Gij = Pj(x
(i)). The vector of model parameters  can be determined as  

1 1 1( )T T− − −=β G R G G R f            (2.33) 

Towards the end, model fitting is realized by maximum likelihood scheme for k  

2[ ln( ) ln | |] / 2p − + R             (2.34) 

Here, both  
2 and R are functions of k.  

  



 
 

 
 

2.6 Optimization Methods Utilized in this Work  

The problem considered in this work is to find optimal AMC unit-cell designs as well as 

corresponding metasurface architecture featuring RCS reduction in a broad frequency range. 

The design task is principally handled through two independent stages of the optimization 

process. The initial stage involves global surrogate-assisted optimization of the AMC-based 

unit cells, followed by their local refinement. The final stage is the direct EM-driven 

maximization of the RCS reduction bandwidth at the level of the entire metasurface, enabled 

by problem specific formulation of the objective function involving regularization terms. 

Below, we give a brief overview of the developed approaches, the details can be found in the 

remaining chapters of this thesis. 

The aim of the initial optimization stage, i.e., machine-learning-based approach, is to find 

a pair of unit cell designs featuring the phase difference within the range of 180° ±  max over 

a possibly broad frequency range F. In order to achieve that, the surrogate model representing 

the unit cell phase characteristics is constructed using kriging interpolation [80]. The surrogate 

is identified using the training data samples {x(k), R(x(k))}k=1,...,N, where x(k)
 and R(x) represent 

the vector of designable variables and their corresponding EM-simulated response, whereas N 

denotes the total number of samples. Rectangular grid-based design of experiments strategy is 

employed to sample the training data, which is a suitable arrangement for the cases where the 

parameter space is low-dimensional. Having cheap surrogate at hand, global optimization is 

performed in an exhaustive manner, based on a structured grid. In plain words, the optimal cell 

designs are determined by exploring all possible combinations of unit cell geometries, and 

finding the one that minimizes the objective function (here, maximizing the frequency range 

for which the phase difference between the two cells remains within 180° ± max). After 

identifying the optimal pair of cells, the local refinement is executed using gradient-based 

search[82]. 

In the final optimization stage, i.e., to extend RCS reduction bandwidth at the level of the 

entire metasurface, we utilize a trust-region (TR) [70] gradient search algorithm (cf. (2.27), 

(2.28)). Therein, the construction of the Taylor expansion model requires the knowledge of the 

Jacobian matrix, which is estimated using finite differentiation in the first iteration, then 

updated by the adaptive application of the rank-one Broyden formula [82]. Additionally, a 

regularization approach is also implemented to efficiently manage frequency-localized 

violations of the RCS reduction threshold that occur while extending the overall reduction 

bandwidth. The overall procedure is fast due to the availability of a good initial design obtained 

at the initial optimization stage. 

In some cases, a binary coded genetic algorithm [77] is used at the last stage of the 

metasurface design process in order to find the optimal composition of the unit-cells by 

globally optimizing array factor-based approximation model [58], [83]. 
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Chapter 8 

8  Conclusion and Future Directions 

This chapter provides a brief summary of the thesis and outlines possible future research 

directions that might originate from the work carried out so far, but also addresses a number 

of open problems related to the design of scattering metasurfaces for modern stealth systems, 

as well as other practical applications. 

8.1 Conclusion 

The main focus of this work was to develop computationally efficient surrogate-

modelling-based procedures for design of scattering metasurface architectures, including 

dedicated algorithmic frameworks for metasurface optimization. The obtained numerical and 

experimental results indicate that the goals of this dissertation have been accomplished, and 

results have been positively validated. 

As demonstrated, appropriate combination of the design task formulation developed 

having in mind the problem-specific knowledge (e.g., possible issues related to 

discontinuities of the objective functions), data-driven strategies, fast-to-evaluate 

replacement models, surrogate-assisted techniques, and EM-driven fine tuning, allow for 

efficient design optimization of computationally expensive EM models of scattering 

metasurface structures. The latter is particularly desirable in the stealth technology, 

empowering combat aircrafts to potentially evade the enemy’s radar to a satisfactory extent. 

In a similar vein, the cost of obtaining accurate replacement models (pertinent for the 

considered design frameworks) grows very quickly with dimensionality of the design space. 

These, and other challenges have been addressed in the course of this work. Furthermore, 

several metasurface configurations have been considered, employed as verification cases to 

test the efficacy of our design frameworks, but also optimized to provide high-performance 

alternatives to the existing metasurface configurations. 

It should be emphasized that machine-learning-based algorithmic framework introduced 

in this study offers several advantages over conventional design methodologies, such as 

global exploration capability, EM-driven fine tuning facilitated by a decent initial design 

rendered at global search stage, along with the explicit control over the RCS reduction 

characteristics at the level of unit-cell design. Furthermore, the considered design 

optimization approach has led to the development of novel metasurfaces featuring broadband 

RCS reduction performance. Specific contributions in all aspects of the work have been 

detailed in the previous chapters. 

 

 



 
 

 
 

8.2 Future Directions 

The work conducted for the purpose of this dissertation can be extended in many different 

directions related to the design optimization of scattering metasurfaces for modern stealth 

systems as well as other applications. Some important topics that might be considered 

include: 

1. The design frameworks developed in this thesis can be adopted to design 

metamaterials and metasurfaces for other application areas so as to address the 

challenges specific to the respective fields. These include but are not limited to 

high-gain antennas, absorbers, frequency selective surfaces (FSS), optical filters, 

radomes, and medical devices, but also for conducting pertinent studies, among 

others, on suitability of particular algorithmic solutions/modifications for design 

optimization in these applications; 

2. In this study, we mostly rely on data-driven strategy to obtain optimal unit-cell 

geometries. However, it is worth mentioning that more generic approaches are 

also possible, where parametric optimization of the unit-cells (and the 

metasurface) of a fixed geometry is replaced by topology optimization. In this 

case, the entire geometry of the metasurface is subject to the optimization process, 

which brings in additional degrees of freedom. This type of optimization tasks 

could be realized by means of the inverse modelling methods; 

3. Another (quantitatively significant) enhancement would be to completely change 

the strategy of arranging the arrays unit-cells in a coding metasurface 

configuration, i.e., to use deterministic procedures rather than metaheuristic. This 

could be realized by finding the path connecting the optimal designs using 

methods similar to pattern search and operating directly on surrogate-based 

replacement models; 

4. Although non-planar structures seem to be more widespread in real-life 

applications, in this dissertation, we focused on planar structures because of the 

ease of fabrication. Nevertheless, our design optimization frameworks, and 

proposed designs for RCS reduction are quite feasible for both conformal and 

curved structures. Specifically, flexible material and direct wave printing or 

prismatic structures can be used for such purpose, which—however—

significantly increases the fabrication cost; 

5. Altogether, this study can be considered a step towards exploring potential 

applications of machine learning techniques in a high-frequency design, 

specifically, in the realm of low-observability systems, where intuition-inspired 

methods are still predominantly employed as foundations of the design 

procedures. With the development of machine learning techniques, an increasing 

contribution of automated CAD approaches can be fostered, among others, to learn 

the physical behaviour of the system response to input parameters, under 

controlled boundary conditions. This work demonstrates one promising 

application field, i.e., predicting the reflection response in real-time-computation. 
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